Relative dose-response from solid-state and gel dosimeters through Monte Carlo simulations
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\textbf{ABSTRACT}

The present work compares the relative absorbed dose of some dosimetric materials for energies of 250 kV and 6 MV, using PENELOPE and MNCPX codes. The composition of GD-301, TLD-100, MAGIC, and MAGAT was simulated and disposed of in a phantom filled with water following reference conditions recommended by the TRS-398 protocol. Percentage depth dose (PDD) was used as a parameter of comparison. For both energy studies, the maximum difference of 2\% was found when comparing the values of PDDs in water obtained from experimental and simulation data before 6cm. After this depth, a maximum difference of up to 2.2\% for 6 MV and 5.5\% for 250 kV was found. Ratios between simulated PDD and experimental PDD values showed a maximum difference in the build-up region, for 6 MV, due to high sensitivity from the incident fluency in the simulated and experimental conditions. The PDD ratios for 250 kV showed significant differences for solid-state than gel dosimeters. As the literature corroborates, there is depth angular dependence from the solid-state dosimeter for low energy. Even the differences showed for both codes, especially for lower energy, due to the cross-section database that implied the interaction probability for each Monte Carlo code. This method has been widely used to model radiation transport in several applications in medical physics, especially in dosimetry.
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1. INTRODUCTION

The present work analyzes two solid states (GD-301, TLD-100) and two gel dosimeters (MAGIC and MAGAT) to evaluate some features between them.

Some glasses irradiated by ionization radiation are excited and can emit visible light when stimulated by ultraviolet radiation. This phenomenon is called radiophotoluminescence (RPL). A significant characteristic of this dosimeter is that luminescence centers in this material do not disappear after being read. Radiophotoluminescence has been studied since the 1950s [1-5]. In the following decade, improved glass formulations showed increased sensitivity avoiding noise efficiency [6,7], allowing advanced glass formulations and sophisticated optoelectronics [8]. The chemical composition of the GD-301 is described in table 1; since the compost silver-activated phosphate glass is exposed to ionizing radiation, RPL centers appear and after submitting to a pulsed ultraviolet laser beam, it emits orange luminescence, which is proportional to the absorbed dose [9]. The reading of glass dosimeters is quite complex and requires the separation of rapid photoluminescence from the glass, mainly emitted within 1 μs of the excitation pulses, actual radiophotoluminescence signal collected up to 40 μs of pulses, and longer decay signal due to contamination effects on the surface.

A wide range of thermoluminescence (TL) materials is available commercially; the most popular being TLD-100 due to its capacity for measurements when exposed at low and higher energies [10,11]. When a TL material is excited by radiation, there is a possibility of trapping and storing energy. If this material is heated up, the trapped energy can be realized in the form of photons (visible light), which is proportional to the absorbed dose. The simplest method of analysis involves the integration of the emission curve, that is, the signal strength as a function of the temperature of the sample in a predetermined temperature range [12]. The most complex method involves computerized deconvolution of the emission curve, separating its emission peaks coupled components with analytical fund estimates from the curve. It is the knowledge that the process of reading the TL dosimeters is destructive, in contrast with the RPL dosimeters. The argument is that once a detector is heated to a maximum reading temperature, the electron traps are emptied, and the dose information is cleared. Also, the material TL can be irradiated with light source ultraviolet to retrieve information about the dose from these deep traps. Since there are traps at high-temperature depths that are filled with electrons during irradiation but are not emptied during reading [13].
Different formulations of gel dosimetry have been proposed for applications in medical physics with several beams and quality differences [14,15]. Generally, these dosimeters consist of monomers dissolved in an aqueous gel matrix with approximately 90% water composition, corroborating its equivalence in water [16–19]. When a polymeric gel sample is subjected to ionizing radiation, the polymerization can be quantified by various image methods such as magnetic resonance images (MRI), X-ray computer tomography, optical CT, ultrasound, and vibrational spectroscopy. MRI has been the most common method used to date [20].

The significant development of polymeric dosimetry occurred when MAGIC (Methacrylic and Ascorbic acid in Gelatin Initiated by Copper) was proposed [21] and other formulations have been proposed [22–24]. Polymeric gels are prepared by mixing the monomers at a specific temperature; after that, the mix is transferred to phantoms, glass tubes, or another container sealing and kept in the refrigerator approximately 24 h after irradiation [25,26]. New investigations of polymeric formulations were proposed, such as the MAGAT (Methacrylic Acid Gelatin And Tetrakis (hydroxymethyl) phosphonium chloride), also composed of a gel matrix made of water and gelatin and some monomers. Some investigations have reported its characteristics as tissue-equivalent highest dosimeter sensitivity [20,21,27–29], improving better than MAGIC polymer gels [22,30].

To guarantee the dosimetric characteristics of new dosimeter materials is necessary to perform experiment tests; however, these procedures require excessive time and high cost. Thus, computational simulations can be performed as an alternative to experimental methods to obtain valuable information with the prediction of computational results [31-35]. Several Monte Carlo-based codes are used in physics research [36–41]. The MCNPX code was developed to study particle physics and nuclear reactions, so they simulate an extensive set of particles in a broad energy spectrum [42–45] and many medical physics applications [46–50]. On the other hand, codes such as PENELOPE focus on the transport of charged particles and photons to medical applications and simulation of accelerator linear in the context of radiation protection and dosimetry [51–55]. Thus, the present work uses simulation codes to evaluate the dose-response of the solid-state and gel dosimeters in low and high energy through two Monte Carlo codes.
2. MATERIALS AND METHODS

The present work used two Monte Carlo codes, PENELOPE, version 2008 [56], and MCNPX, version 2.7.0 [57], for all simulation conditions. Both codes contain in their database some materials and allow the construction of complex materials through their chemical compositions. Both codes contain water material used in the present work following the recommendations of the TRS 398 protocol [58].

2.1. Dosimetric materials

To simulate the dosimetric materials of GF-301, TLD-100, MAGIC, and MAGAT were using its physics/chemical characteristic like weight fractions and density, as shown in Table 1. These characteristics are input data into a code to simulate a certain dosimeter.

<table>
<thead>
<tr>
<th>Dosimeters</th>
<th>Chemical Composition (weight fractions)</th>
<th>Density (g/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GD-301 (6,59)</td>
<td>P: 3.155x10⁻¹  O: 5.116x10⁻¹  Al: 6.120x10⁻²  Na: 1.100x10⁻¹  Ag: 1.700x10⁻³</td>
<td>2.610</td>
</tr>
<tr>
<td>TLD-100 (6)</td>
<td>Li: 2.670x10⁻¹  F: 7.320x10⁻¹  Mg: 9.5238x10⁻⁴  Ti: 4.6719x10⁻⁵</td>
<td>2.635</td>
</tr>
<tr>
<td>MAGIC (60)</td>
<td>H: 1.047x10⁻¹  C: 8.570x10⁻²  N: 1.150x10⁻²  O: 7.984x10⁻¹  S: 2.568x10⁻⁶  Cu: 5.090x10⁻⁶</td>
<td>1.037</td>
</tr>
<tr>
<td>MAGAT (60)</td>
<td>H: 1.042x10⁻¹  C: 8.540x10⁻²  N: 1.150x10⁻²  O: 7.928x10⁻¹  P: 1.500x10⁻³  Cl: 1.700x10⁻³</td>
<td>1.032</td>
</tr>
</tbody>
</table>

2.2. Beam spectrum

Two-photon beams, used in the service of radiotherapy, were chosen: 250 kV [61] representing the spectrum for orthovoltage devices, with effective energy of 140 keV, dedicated to the treatment of superficial tumors and 6 MV photon beams [62] with effective energy of 1.71 MeV, representing typical energy applied for different treatments in a Brazilian radiotherapy clinic. As shown in figure 1, the relative fluence from each spectrum is input in both simulations of Monte Carlo codes.

**Figure 1:** Spectrum beam for 250 kV and 6 MV photons
2.3. Simulation conditions

For all simulations, a phantom of 20 x 20 x 21 cm³ with water material was used for both simulation codes, respectively. The simulation conditions a field size of 10 x 10 cm², a source-surface distance of 100 cm for 6 MV, and 40 cm for 250 kV, following the recommendations of the TRS 398 protocol [58].

Cylindrical detectors with a sensitive volume of 8.65 mm³ were created with the respective simulation code with the materials TLD-100 and GD-301. Each detector was positioned at an interval from 0.5 cm until 20 cm in the phantom filled with water. Thus, each detector was simulated in a determinate depth, energy and simulation code.

The whole phantom and the sensitive volumes were filled with the same material to simulate the MAGIC and MAGAT gels. In the simulations carried out in the MCNPX, *F8 tallies were used. This type of tally stores the energy deposition information used to calculate the absorbed dose in a sensitive volume. From PENELOPE returned the energy deposition value in all bodies described in the geometry file "penmain-res". 2.5 x 10⁷ particles were simulated for the materials: water, GD-301, and TLD-100, and 1.5 x 10⁷ particles for MAGIC and MAGAT. The simulations were validated through PDD curves in water, first performed for each code and compared with theoretical data.

2.4. Data analysis

PDD curves were determined from the simulation results to compare the dose-response of the detectors used in the present work. The quantity PDD [18,52,63] can be obtained with the ratio
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between the absorbed dose at any detector position at depth related to the absorbed dose value at the maximum ionization depth along the central field axis.

The experimental PDD curves for 250 kV and 6 MV photon beams obtained from the experimental data were used to validate the simulated condition used in this work. The PDDs value for 250 kV was provided by Hospital de Amor, Barretos, São Paulo-Brazil and for PDDs for 6 MV was provided by the radiotherapy department of Hospital Santa Rita do complexo da Santa Casa de Misericórdia de Porto Alegre, Rio Grande do Sul - Brazil. In addition, PDD ratios between simulated (for each dosimeter) and experimental PDD (in water) were compared. These data were obtained in the commissioning of the x-ray apparatus following the TRS-398 protocol.

3. RESULTS AND DISCUSSION

The output values corresponding to each simulation were performance PDD curves using the water material, which were compared with experimental data. Comparing these curves can help validate the conditions used in this work. Figures 2 and 3 show the PDD curves for energies of 6 MV and 250 kV photon beams.

Figures 2 and 3 show that both simulation codes reproduce the experimental data with a difference of less than 2% for 6 MV; this difference is comparable to Marioti et al. [18] and Suda et al. [70]. For 250 kV photon beam, the difference from 3.3% to 5.5% for PENELOPE code and 2.2% to 3.2% for MCNPX were found at depths between 6 and 11 cm, relative to experimental data. This difference is assumed due to the range of the electrons that make the dose deposition smaller for lower energy. Resulting in a drastic reduction of particle counting in the detectors farthest from the surface, which affects both codes, still due to dependencies on energy, depth, and angulation from the dosimeters and the cross-section data implementation by each simulation code [65]. It is worth mentioning that the difference between the simulation and experimental values of PDD shows differences of less than 2 %, up to 6 cm.
Figure 2: PDD curve for 10x10 cm$^2$ of field size, in terms of water and for 6 MV photons beam.

Figure 3: PDD curve for 10x10 cm$^2$ of field size, in terms of water and for 250 kV photons beam.

Figures 4 and 5 show the PDD curves obtained with the two codes used and for TLD, GD-301, MAGAT, and MAGIC materials simulated, to 6 MV (Figure 4) and 250 kV (Figure 5), respectively.
**Figure 4:** PDD curves simulated in reference conditions for 6 MV photons with (a) TLD, GD-301, and (b) MAGAT and MAGIC simulated material.

(a) ![Image of PDD curve for 6 MV photons with TLD, GD-301, and MAGAT and MAGIC simulated material.](image)

(b) ![Image of PDD curve for 6 MV photons with TLD, GD-301, and MAGAT and MAGIC simulated material.](image)

**Figure 5:** PDD curves simulated in reference conditions for 250 kV photons with (a) TLD, GD-301, and (b) MAGAT and MAGIC simulated material

(a) ![Image of PDD curve for 250 kV photons with TLD, GD-301, and MAGAT and MAGIC simulated material.](image)

(b) ![Image of PDD curve for 250 kV photons with TLD, GD-301, and MAGAT and MAGIC simulated material.](image)

The behavior of PDD curves shown in figures 4 and 5 tend to an expected dose deposition in-depth for each energy beam used. The results were grouped into solid-state and gel dosimeters to evaluate the dose-response of each simulation code and relative equivalence in water.

A maximum percentage difference of up to 10% was found when comparing PDD values for the solid-state dosimeter before the build-up region and of 3.5% in deeper regions along the depth dose deposition for 6 MV photon beam, as shown in figure 4a. For the 250 kV photon beam, a maximum
percentage difference was 7.5%, approximately in a 2.5 cm depth from the GD-301 PDD curves, as shown in figure 5a. Despite the difference, the results obtained in this work are according to the literature[6].

In the second group, gel dosimeter materials, when comparing the PDDs curves obtained with the two codes simulation, a maximum percentage difference of up to 2.5% was found from the PDD obtained with the MAGAT material for 6 MV. For a 250 kV photon beam, a maximum percentage difference was 3.2%, approximately, in an 8 cm depth from the MAGAT PDD curves, as shown in figure 5b.

Despite the MCNPX and PENELOPE codes having been useful to simulate photon–electron transport through matter for kV and MV energy range applications in medical physics, the results showed significant differences, especially for the beam of 250 kV. A possible reason is the differences in cross-section values from the simulation codes, especially for lower photon energies and high atomic number materials [64,65], as shown in figure 5, since the GD-301 and TLD-100 have 12 and 8.3 effective atomic numbers, respectively [66].

By comparing the PDD determined versus the experimental data, figures 6 and 7 were generated as the ratio between PDD values obtained by simulation (PDDsim.) and PDD got experimentally in terms of water (PDDexp.) in the function of the depth of phantom.

**Figure 6:** PDD ratios between simulated and experimental values in reference conditions for 6 MV photons simulated with (a) MCNPX and (B) PENELOPE.
Figure 7: PDD ratios between simulated and experimental values in reference conditions for 250 kV photons simulated with (a) MCNPX and (B) PENELOPE.

The significant discrepancies are shown in Figures 6a and 6b relative to experimental data, which are in a few centimeters of depth, possibly due to the entrance dose being susceptible to differences between the incident fluency in the simulated and experimental conditions [18,70]. According to literature data, the material dosimeter used TLD-100 and GD-301 did not show energy dependence for 6 MV photon beam [10,67]. A similar response is observed for MAGIC and MAGAT dosimeter materials.

The PDD ratios shown in figure 7, for 250 kV, reflect significant differences for state-solid rather than gel dosimeters; even state-solid detectors (TLD-100 and GD-301) are used in some applications in medical physics [10,11,68]. Nevertheless, dosimetric gels are widely used in medical physics research (16–18,69), with differences increasing in depth, as shown in figures 5 and 7.

Oscillations between the ratio of the PDDs were observed with more evidence for MCNPX simulation than for the PENELOPE, as shown in figure 6, which can be explained due to the code sensibility, particle numbers used and the shape of the dosimeter dimensions. Still, the absolute discrepancy between the data is similar to the PENELOPE. Especially for low energy, the differences are more considerable due to the implementation of the electron transport algorithms that each code simulation applied. Since any change, even minimally, in the spectrum causing the low-energy to scatter component to become more pronounced in depth [71], still associated with materials such as high atomic numbers that showed photon energy dependence of the quotient of the mass-energy absorption coefficients [72]. The spectral analysis based on the total and secondary spectra of photons
at depth by simulation can help make the correction that can be applied relatively simply, thus softening the differences in depth. As depth increases, the total spectra show a more significant number of particles with lower energies, which shifts the average energy of the simulated beam reaching that depth to a lower value than the average energy of the incident beam [73].

4. CONCLUSION

The MCNPX and PENELPOLE, Monte Carlo codes used in this work simulated the radiation transport into dosimetric materials to a specific low and high-energy x-ray beam. The dose-response of the dosimetric materials simulated, GF-301, TLD-100, MAGIC, and MAGAT, were analyzed through the PDD curves and showed similar behavior in simulation conditions for applications in radiotherapy. The ratio between PDDsim./PDDexp., showed more differences in the few centimeters from the entrance of the simulated phantom for 6 MV photon beam and for both codes, which corroborates with the literature, especially for gel dosimeters. For 250 kV photon beam differences significant were found, especially for the solid-state dosimetric materials. When dealing specifically with lower energies were found significant differences simulating the GD-301 and TLD-100 materials. Since these divergences between codes are expected to use different nuclear data and cross-sections. These data demonstrate that the simulation environments developed for this research faithfully reproduce the actual irradiation conditions with x-ray beams and, therefore, be used in future work to study new dosimetric materials and research in radiotherapy.
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