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ABSTRACT

In this work the reproducibility of the efficiency of different HPGe detectors was analyzed under a series of different conditions. The detectors studied were plugged either to a regular analogical amplifier or to a digital signal processing (DSP) device, to evaluate the possible differences between either setup. Detectors were inspected by performing a long series of sequential measurements with standard calibration sources and comparing the standard deviation of the number of counts per second in each series to the uncertainty of the individual measurements. Detectors were also subjected to distinct count rates, to verify the possible experimental issues associated with this parameter. The results allow a discussion on the stability of the detectors’ efficiencies over a few days, the possible dependence with the count rate, and the estimation of the uncertainty related to the efficiency variation.
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1. INTRODUCTION

Nuclear application often require – and confidently assume – that the efficiency of a radiation detector is constant during the measurement series, which can span for a few days or even weeks [1]. Comparative Neutron Activation Analysis, for example, assumes the detector efficiency to be constant over the process of counting all standards and samples, which usually takes 2-3 days, but may take more time in some cases – this assumption enables the technique to disregard the detector efficiency as a source of uncertainty [2-4].

High Purity Germanium (HPGe) detectors are by far the most used detectors in high resolution gamma spectrometry due to their excellent energy resolution (usually around 1-3 keV for the 100-2000 keV range) [5]. An important feature of these detectors is that the semiconductor crystal operating bias is always defined above the voltage required to fully deplete the crystal, in a way that small variations in the bias voltage will not change the sensitive volume of the detector. Moreover, while the operating bias is usually quite high (1500-5000 V), the current is very low, in the range of pA, so the power dissipation is very low and that fact, together with the constant refrigeration of the crystal and part of the preamplifier (usually accomplished by thermal contact with a liquid nitrogen container), keeps the detector at a very stable temperature. These two facts contribute to a remarkable stability in the efficiency and gain of HPGe detectors.

It is known from practical experience that the gain of an HPGe detector can oscillate slowly and slightly over short periods, usually less than 0.1% if the system is in good shape – in practical terms, this means that in a given spectrum, a gamma-ray peak may be found at energies up to 1 keV away from the expected value. On the other hand, while there are a few studies on their long-term efficiency stability [6-9], and a lot of studies on the quantification of secondary detection effects [10,11], there are very few experimental data on the short-term stability of the HPGe detectors’ efficiency or in the dependence of this stability with the count rate.

In this work, an experimental verification of the efficiency stability of two HPGe detectors was performed in order to check the limits of this stability and its dependence with the count rate or with the data acquisition setup used.
2. EXPERIMENTAL PROCEDURE

In order to assess the possible variation of the detection efficiency with time, a radioactive source of $^{60}\text{Co}$ was counted 100 times sequentially (LiveTime = 2400 s) without any source manipulation between measurements, to avoid the possibility of changes in the detection geometry. The spectra were then analyzed using Canberra’s Genie-2000 software, and the variation in the count rates observed in the 1173 keV peak was studied by determining the standard deviation ($SD$) of the obtained values and comparing it to the average uncertainty ($1\sigma$) of the peak areas obtained in the individual acquisitions. This way, if the efficiency is constant, all variation should arise from counting statistics alone, so that $SD = \sigma$; on the other hand, if the efficiency varies between measurements, the observed standard deviation $SD$ will be greater than the uncertainty (i.e., $SD > \sigma$), due to the variation in the counting efficiency. To quantify this variation, two distinct variables were proposed, the relative uncertainty increase (RUI, Eq. 1), which is an indication of the how relevant this variation is compared to the intrinsic counting uncertainty, and the absolute uncertainty increase (AUI, defined in Eq. 2), which indicates the uncertainty value that should be added in the propagation should the detector be used at that count rate.

$$RUI(\%) = 100 \times \frac{SD - \sigma}{\sigma} \quad (1)$$

$$AUI(\%) = SD(\%) - \sigma(\%) \quad (2)$$

As this efficiency variation could be dependent on the count rate, this process was repeated using the same radioactive source at several different source-detector distances, in order to obtain distinct count rates. Also, in order to check for possible differences depending on the digitalization process, the measurements were repeated with two similar HPGe detectors coupled to distinct signal processing chains – in all cases, spectra were acquired with 8192 channels and the Pile-Up Reject (PUR) guard was turned off:
• **C3**: Canberra GX2020, coupled to a conventional analog amplifier (Canberra 1510, 4μs shaping time) and to a regular MCA acquisition board (Canberra S-100) that digitizes the amplifier output;

• **C5**: Canberra GC2018, coupled to a Canberra DSA-1000 Digital System Processing (DSP) unit that directly digitizes the detector’s preamplifier output without using an analog amplifier – the trapezoidal filter settings are \( \text{rise time} = 5.6\mu\text{s}, \text{flat top} = 2.0\mu\text{s} \).

3. RESULTS AND DISCUSSION

The first step was to check the dependence of the dead time, informed by the acquisition system, with the count rate - to simplify the matter only the count rate for the 1173 keV peak was used. These results, shown in Fig. 1, indicate that in the interval observed in this study the dead time increases linearly with the count rate; moreover, they clearly show that the DSP system (C5) is much more robust at high count rates, presenting a much lower dead time than the analog system (C3) at the same count rate. This difference indicates that the DSP system processes the detector signal in a rather shorter time than the analog amplifier with 4μs shaping time.

**Figure 1:** Dependence of the acquisition dead time with the count rate observed in the 1173 keV peak from \(^{60}\text{Co}\) for the two detector systems studied.
The results for the absolute uncertainty increase (AUI) and relative uncertainty increase (RUI) as a function of the count rate observed for the 1173 keV peak are presented in Fig. 2, and in both cases it is clear that the two detectors show an identical behavior.

Figure 2: Dependence of the relative (left) and absolute (right) uncertainty increase with the count rate observed in the 1173 keV peak from $^{60}$Co for the two detector systems studied.

Analyzing the results in the left side of Fig. 2 it is clear that at low count rates the efficiency is very stable, with all the count rate variation originating in the statistical oscillation of the counts; however, for count rates above $\approx 700 - 800$ cps there is indeed a relevant increase in the efficiency oscillation. Looking at the right side of Fig. 2, however, it is possible to infer that, at least for those count rates, the influence of the efficiency oscillation at high count rates will contribute at most with 0.3% to the final measurement uncertainty, which in most cases is a negligible amount.

4. CONCLUSION

The results obtained in this work show that for the same count rate the detector coupled to a Digital Signal Processing unit presented much lower dead times than the one connected to a conventional amplifier-MCA system, possibly due to the great difference in the form the detector
signals are processed - further tests with other analog amplifiers and digitizers are required to check this assumption, though.

As for the efficiency stability, in the usual operational conditions, where dead times should be kept below 10%, both detectors were very stable, with a negligible increase in the count rate fluctuations; at higher count rates, though, large fluctuations were observed which seem related to the count rate and not to the dead time. The reasons for this increase in the count rate fluctuation have to be studied, but may be related to pile-up fluctuations or to peak fit issues, as at higher count rates the detector’s resolution in known to worsen. Nevertheless, in these tests, this fluctuation would require at most a 0.3% increase in the measurement uncertainty.

Finally, it must be stressed that these tests were performed with a standard $^{60}$Co source, whose peaks are intense and very clearly separated; further tests have to be performed in order to check how these fluctuations will interfere in the results of weaker peaks in more complex spectra.
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