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ABSTRACT 

 
The Monte Carlo method for radiation transport has been adapted for medical physics application. More 

specifically, it has received more attention in clinical treatment planning with the development of more efficient 

computer simulation techniques. In linear accelerator modeling by the Monte Carlo method, the phase space 

data file (phsp) is an alternative representation for radiation source. However, to create a phase space file and 

obtain good precision in the results, it is necessary detailed information about the accelerator's head and 

commonly the supplier does not provide all the necessary data. An alternative to the phsp is the Virtual Source 

Model (VSM). This alternative approach presents many advantages for the clinical Monte Carlo application. 

This is the most efficient method for particle generation and can provide an accuracy similar when the phsp is 

used. This research propose a VSM simulation with the use of a Virtual Flattening Filter (VFF) for profiles and 

percent depth doses calculation. Two different sizes of open fields (40 x 40 cm² and 40 x 40 cm² rotated 45°) were 

used and two different source to surface distance (SSD) were applied: the standard 100 cm and custom SSD of 

370 cm, which is applied in radiotherapy treatments of total body irradiation. The data generated by the 

simulation was analyzed and compared with experimental data to validate the VSM. This current model is easy 

to build and test. 

Keywords: virtual source model, Monte Carlo method, radiotherapy. 
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1. INTRODUCTION 

 

During the 1970s, a considerable number of Monte Carlo codes were written for medical physics 

application. In 1976, Raeside published a review article showing the principles of this method and 

its first applications in medical physics. Since then, the number of publications in this field using 

the simulation of the transport of radiation continues to increase. In the last decades, the Monte 

Carlo method for radiation transport has been shown as very accurate and with a practical approach 

for photons and electrons simulations used in different applications in the medical physics field. For 

example, activities such as nuclear medicine, radiodiagnostic, radioactivity protection and 

radiotherapy, including dosimetry as well [1, 2]. 

The calculation for dose distribution is fundamental in the radiotherapy field to achieve expected 

results in the tumor's growth control without complications [3, 4]. Due some complex 

configurations like air or bones interfaces and irregular fields, the treatment planning systems (TPS) 

can not calculate with high precision the right dose distribution [5]. The Monte Carlo methods come 

up as a powerful tool to overcome these challenges because the code's capacity to perform radiation 

transport calculations for systems includes complex geometries [2]. 

For the dose calculation using the Monte Carlo method, it is very important to have available 

detailed information about the geometry and the materials of the accelerator head's components to 

achieve levels of simulation accuracy, which are reliable [6]. In this case, the electrons are injected 

one by one through the entrance window of the treatment head. Their way through the treatment 

head is tracked by a computer simulation to compose all the physical process of clinical 

significance [7]. 

When all the information of the accelerator head is available and the simulation is performed, the 

data output is stored for each and every particle in a phase space data file (phsp) which includes the 

charge, energy, position, direction and particle type information. This phsp also contains a tag about 

the history of the particle as well as where the particle is originated from [8, 9]. 

A phsp is a collection of pseudo-particles emerging from a source of radiation used for radiotherapy 

treatment. Each of these pseudo-particles is tagged so it is recorded only once when passing through 

the surface of interest. Simply put, the same particle is not recorded beyond the point of interest 
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where it was measured [10]. The term pseudo-particles is used here as a representative of the 

average “real” physical particles from the source. These Monte Carlo particles or pseudo-particles 

have statistical “weights” used for sampling in the simulation process. 

However, the information about the accelerator often does not present sufficient details to ensure 

accuracy of the simulation. Therefore, a different approach was developed: the phsp can be 

substituted by the beam modelling [8]. 

Studies have demonstrated that the beam modelling could save computational time and drastically 

reduce file occupation in disk. The Monte Carlo simulations can be more efficient with source 

model than phsp [7, 11]. 

It is known that the absorbed dose depends of the initial energy spectrum for the primary photons as 

well as secondary particles, both generated in the accelerator head and in the target. Nonetheless, it 

is possible to make a system to simulate the same deposited energy without making explicit the 

original geometry of the accelerator head. This procedure is called Virtual Source Model (VSM) [7, 

12]. 

The first step is to make an appropriate representation of the beam for a determined design of the 

treatment head. The beam representation is the brief mathematical description of the phsp [7, 12]. 

This model optimizes many parameters in order to obtain good deposited doses approximation. 

Thereby, the main advantage of using a VSM is the reduced time because it is a faster procedure 

when compared with the classical Monte Carlo simulation. 

This research shows a study about VSM with the addition of a Virtual Flattening Filter (VFF) as 

based on Rucci et al. [13, 14]. This setup will be used in more advanced dosimetry algorithms for 

doses calculation in total body irradiation technique. However, to these advances become reality, 

some introduced challenges need to be overcome, because each parameter utilized for the dose 

calculation must be measured and validated before using in clinical routine. 

Thus, the objective of this work consists of simulating a VSM with a VFF for profiles and percent 

depth doses (PDDs) calculation for open fields (40 x 40 cm² and 40 x 40 cm² rotated 45°), using 

standard source to surface distance (SSD) of 100 cm and custom SSD of 370 cm applied in 

radiotherapy treatments of total body irradiation. The simulations were compared with experimental 

data to validate the VSM. 
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2. MATERIALS AND METHODS 

 

2.1. EXPERIMENT 

 

To obtain the experimental results, it was used the single energy Varian Unique Medical Linear 

Accelerator (6 MV), from the Beneficência Portuguesa Hospital located in São Paulo city, Brazil. A 

simulator phantom Oxigen (OXDOS01-01) was used for absolute dosimetry in water, measuring 30 

x 30 x 40 cm³ constructed in 10 mm thick crystal acrylic, including a camera positioning tower 

(OXDOS01-10). 

It was also used an ionization chamber PTW-Freiburg, farmer type chamber 0.6 cm³, waterproof. 

The ionization chamber calibration set and the experimental part reached a global error of 1.5% for 

all experiments [15]. 

The experimental data for the profiles and PDDs were obtained for open field, that is 40 x 40 cm² 

using standard SSD of 100 cm and 40 x 40 cm² field positioned diagonally, that is 40 x 40 cm² 

rotated 45° using custom SSD of 370 cm applied in radiotherapy treatments of total body 

irradiation. 

 

2.2. VIRTUAL SOURCE MODEL (VSM) 

 

The parameters used in this part were based in previous work found in the literature [13, 14], with 

minor adjustments in order to improve the comparison between the experimental and simulated 

data. 

The whole computational simulation part was made with the MCNP6 code [16]. The number of 

histories (nps) adopted was 2 x 1010, keeping, in this case, the statistical uncertainty below 1.84% 

for SSD 100 cm and 3.47% for SSD 370 cm. 

Dose calculation in MCNP6 has been performed scoring the energy deposited by the radiation in 

small volume targets along the medium depth. The MCNP6 *F8 tally option, chosen by the user, 

provides the energy deposited in each target in MeV which is divided by the target mass, giving the 

dose values in MeV/g. 
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A primary source with dimensions of 1 x 1 cm² was simulated. As mentioned in previous work by 

Rucci et al. [13, 14], the energy spectrum considered is a superposition of three monoenergetic 

sources with energies of 1 MeV, 3 MeV and 5 MeV with respective probabilities of 76.36%, 

19.36% and 4.28%. According to these authors, several empirical tests were performed to achieve 

the best energy values to obtain the correct PDDs curves that match the experimental data.  

The cut-off energy used for electrons and photons was, respectively, 1 x 105 eV and 1 x 104 eV 

[14]. Source divergence was set to 11.3° for 40 x 40 cm² field and 13.85° for 40 x 40 cm² field 

rotated 45°. 

For SSD of 100 cm, dose deposition was calculated in a 50 x 50 x 50 cm³ water phantom for PDDs 

and 60 x 60 x 50 cm³ water phantom for profiles. In the configuration of 370 cm SSD, dose 

deposition was calculated in a 200 x 200 x 50 cm³ water phantom. 

Due the high energy X-ray photons intensity generated by bremsstrahlung in linear accelerator, as 

well as the non uniformity of these photons, it is added a flattening filter in the beam line. This 

flattening filter is added so the beam profile can have an uniformity when there is a large treatment 

field, normally up to 40  x 40 cm² [17]. 

Once the flattening filter is removed from the X-ray beam's way, the dose rate increases. Another 

effect when removed is the reduction in head scattering because the flattening filter causes the 

dispersion of photons [18]. 

In this work, it was proposed a simple approach of a VFF made of copper. The modeled VFF is 

constituted of a circular cone of 1.1 cm radius and variable height: for 100 cm SSD it was used 0.17 

cm and for 370 cm SSD, 0.12 cm. The VFF modeling was made on top of a circular cylinder of 1.5 

radius and thickness of 0.125 cm. The VFF base was positioned 12.5 cm away from the primary 

virtual source. A simple representation of the VFF can be seen in Figure 1 and the whole design of 

the simulation can be observed in Figure 2. Note: figures not drawn to scale. 
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Figure 1: Scheme of the Virtual Flattening Filter (VFF) 

 

 

 

Figure 2: Virtual Flattening Filter (VFF) added to the Virtual Source Model (VSM) scheme used in 

the simulations 

 

 

 

2.3. ANALYZES 

 

To compare and overlap the simulated and experimental curves, the data was normalized according 

to the highest reading, which was considered as 100%. This excludes the profile curves for 370 cm 
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of distance because this methodology is not applied. In these cases, to obtain better overlapping 

curves, the values normalization was done from the average of the readings between 0 to 60 cm of 

distance from central radius. 

 

3. RESULTS AND DISCUSSION 

 

3.1. SOURCE TO SURFACE DISTANCE (SSD) OF 100 cm 

 

Firstly, PDDs and profiles for 100 cm depth for field size of 40 x 40 cm² are shown below. For 

interpolation, five different points among the distance variance were chosen and a difference 

average between experimental and simulated values was calculated from them.  

According to Figure 3, which represents the comparison between PDDs, the statistical uncertainty 

of the Monte Carlo method was kept below 1.07% and for interpolation the difference average 

between the experimental and simulated values was 2.62%. 

Next, the profile curves were analyzed. In these cases, the statistical uncertainty of the Monte Carlo 

method stayed below 1.84% and for interpolation, the difference of averages between experimental 

and simulated values was 1.97% for 1.5 cm depth, 2.10% for 5.0 cm, 1.98% for 10.0 cm and 1.03% 

for 20.0 cm. It can be seen in Figures 4 to 7, respectively. 

For all graphs, the curves plotted are very similar as it can be observed. 
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Figure 3: Comparison between experimental and VSM PDDs, 40 x 40 cm² field 

 

 

 

Figure 4: Profiles comparison between the experimental and VSM for a depth of 1.5 cm, 40 x 40 

cm² field 
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Figure 5: Profiles comparison between the experimental and VSM for a depth of 5.0 cm, 40 x 40 

cm² field 

 

 

Figure 6: Profiles comparison between the experimental and VSM for a depth of 10.0 cm, 40 x 40 

cm² field 
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Figure 7: Profiles comparison between the experimental and VSM for a depth of 20.0 cm, 40 x 40 

cm² field 

 

 

 

3.2. SOURCE TO SURFACE DISTANCE (SSD) OF 370 cm 

 

In the next step, the data for PDDs and profiles for field size of 40 x 40 cm² rotated 45° and SSD 

370 cm depth were studied. Again, for interpolation, it was calculated the difference average 

between the experimental and simulated values. 

Figure 8 shows the comparison between experimental and simulated PDDs curves. The maximum 

statistical uncertainty of the Monte Carlo simulation and measurement error are respectively, 3.47% 

and 1.5%. Quantitative analysis has shown an average difference of 2.20 % between the curves, 

demonstrating good agreement. 

Figures 9 and 10 present the comparison of measured and calculated profile curves, respectively at 

depths of 5.0 and 10.0 cm. In these cases, the statistical uncertainty of the Monte Carlo method was 

kept below 1.38%. The average difference between the experimental and simulated values was 

1.61% for 5.0 cm depth and 1.21% for 10.0 cm depth. 
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Figure 8: Comparison between experimental and VSM PDDs, 40 x 40 cm² rotated 45° field 

 

 

 

Figure 9: Profiles comparison between the experimental and VSM for a depth of 5.0 cm, 40 x 40 

cm² rotated 45° field 
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Figure 10: Profiles comparison between the experimental and VSM for a depth of 10.0 cm, 40 x 40 

cm² rotated 45° field 

 

 

 

The photon beams of the linear accelerators produce electron contamination dose component and as 

the field size increases this contamination component by electrons increases [19]. Thus, since the 

electron contamination is not totally considered in this model, it is expected that this factor has 

contributed to the small differences found in this work. 

Analyzing the superpositioning of the curves for the PDDs and profiles in different depths of the 

measurement in different field sizes, as well as the respectively experimental and statistical errors, it 

is possible to validate the proposal for the VSM usage. 

 

4. CONCLUSION 

 

Based on previous studies, in this work, a simple VSM for a 6 MeV photon beams to be used in a 

non-conventional accelerator like total body irradiation was built. Some adjustments were necessary 
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in order to improve the comparison with experimental data. For a better performance, a VFF was 

added. 

The results of the simulation validate the model and suggest that this simple VSM can be made to 

substitute the lack of information about detailed shape of the accelerator's head and to the 

constituent materials of different accelerator models. 

Finally, in the future, it will be possible the creation of a database for different field sizes. With the 

parameters here considered, it is possible to develop new VSMs for many field sizes. Besides, the 

VSM for field of 40 x 40 cm² size rotated 45° will be used in more advanced dosimetry algorithms 

for dose calculation in total body irradiation techniques. 
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